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The adoption of artificial intelligence (AI) and its impact on 
business sectors happen in phases. The use of AI is advanced in many areas, 
including reinventing how a financial institution provides investment advice 

and products to its customers, offering “recommendation engines” that suggest 
the next retail product to buy for a consumer who has just bought one item, and 
developing driverless cars. In health care delivery, however, AI remains in the 
early stages.

AI adoption in health care delivery lags behind the use of AI in other business 
sectors for multiple reasons. Early AI took root in business sectors in which large 
amounts of structured, quantitative data were available and the computer algo-
rithms, which are the heart of AI, could be trained on discrete outcomes — for 
example, a customer looked at a product and bought it or did not buy it. Qualitative 
information, such as clinical notes and patients’ reports, are generally harder to 
interpret, and multifactorial outcomes associated with clinical decision making 
make algorithm training more difficult. Another challenge is embedding AI out-
put into the already complex clinical workflow. Furthermore, in our experience, 
the environment in which some health care organizations operate often leads 
these organizations to focus on near-term financial results at the cost of invest-
ment in longer-term, innovative forms of technology such as AI. Health care orga-
nizations that prioritize innovation link investment decisions to “total mission 
value,” which includes both financial and nonfinancial factors such as quality 
improvement, patient safety, patient experience, clinician satisfaction, and increased 
access to care.

We think that the need for AI to help improve health care delivery should no 
longer be questioned, for many reasons. Take the case of the exponential increase 
in the collective body of medical knowledge required to treat a patient. In 1980, 
this knowledge doubled every 7 years; in 2010, the doubling period was fewer than 
75 days.1 Today, what medical students learn in their first 3 years would be only 
6 percent of known medical information at the time of their graduation. Their 
knowledge could still be relevant but might not always be complete, and some of 
what they were taught will be outdated. AI has the potential to supplement a 
clinical team’s knowledge in order to ensure that patients everywhere receive the 
best care possible. Bringing that potential to reality has not been easy, but there 
are some successes.

There are signs of increased adoption. Economies of expertise — or the devel-
opment of more robust AI algorithms from more data — have become a key ac-
celerant for a new subindustry, referred to as health care services and technology 
(e.g., software and platforms, data analytics, and payment services), which has the 
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potential in the next few years to be as large mon-
etarily as the entire payer subindustry is today.2 The 
coronavirus disease 2019 (Covid-19) pandemic 
has also been a catalyst, prompting organiza-
tions to accelerate plans to digitalize and deploy 
AI. At the management and board levels of orga-
nizations, the recent public awareness of genera-
tive AI has increased conversations regarding AI. 
In addition, the adoption of AI can have second-
order effects, such as alleviating part of the on-
going shortage of physicians and nurses.

In this article, we discuss the emerging use 
of AI in health care delivery, which is defined as 
direct and supportive functions related to the 
provision of health care. By way of full disclosure, 
we are both employed by a company that pro-
vides consulting services for public and private 
organizations in this area. We also examine the 
use of AI in the domains of reimbursement, 
clinical operations, and quality and safety. Fi-
nally, we discuss the challenges that health care 
organizations are facing in deploying AI.

Emerging High-Va lue Uses of A I

AI is broadly defined as a machine or computing 
platform that is capable of making intelligent 
decisions. Two types of AI have generally been 
pursued in health care delivery: machine learning, 
which involves computational techniques that 
learn from examples instead of operating from 
predefined rules, and natural language process-
ing, which is the ability of a computer to trans-
form human language and unstructured text into 
machine-readable structured data that reliably re-
flect the intent of the language.3,4

In health care delivery, the role of AI in im-
proving clinical judgment has garnered the most 
attention, with a particular focus on prognosis, 
diagnosis, treatment, clinician workflow, and ex-
pansion of clinical expertise. Specialties such as 
radiology, pathology, dermatology, and cardiol-
ogy are already using AI in the process of image 
analysis.1,5-7 In radiologic screening, for example, 
up to 30% of radiology practices that responded 
to a survey indicated that they had adopted AI by 
2020, and another 20% of radiology practices 
indicated that they planned to begin using AI in 
the near future.8

The potential of AI, however, extends much 
further. We have found that uses of AI are emerg-
ing in nine domains of health care delivery (Fig. 1). 

However, most uses of AI in health care delivery 
have not been subject to randomized, controlled 
trials. Therefore, the usual level of evidence re-
quired for medical decision making may be lack-
ing. We indicate where there is ample evidence 
and where it is absent. We still aim to provide a 
perspective based on our conversations with doz-
ens of health care leaders, but we understand that 
this is not a substitute for a randomized, con-
trolled trial.

Our discussions with U.S. health care leaders 
suggest that AI adoption in the nine health care 
domains has been met with varying degrees of 
success. Newer forms of technology, such as 
blockchain and generative AI, have not played a 
major role. Some health care leaders argue that 
unlocking the potential of AI will require the 
use of these types of technology, but our experi-
ence suggests otherwise. Overall, most organi-
zations are still in the pilot phase of AI adoption 
and are attempting to validate the benefits. Here, 
we focus on uses of AI in three domains of health 
care delivery: reimbursement, clinical operations, 
and quality and safety.

Reimbursement

Reimbursement — an area of checks and bal-
ances between payers and providers — is key to 
the financial health of a health care organiza-
tion. Uses of AI in this domain are both com-
mon and among the most advanced uses, with a 
higher-than-average total mission value (Fig. 1). 
In what has been termed “the coding wars,” AI 
not only has become an important tool for 
stakeholders to monitor one another but also 
has been simplifying and reducing difficulty in 
the patient’s experience with medical payments.

Providers refer to the processing of claims 
that payers should reimburse (Fig. 2) as revenue-
cycle management. This is one of the provider’s 
tasks that is often performed by persons who re-
view a health care professional’s billing and pro-
vide guidance regarding the completion of the bill 
in a manner that aligns with the services provided 
so that the amount actually paid to the organiza-
tion will be appropriate. With the use of this 
system, more than 10% of claims are denied or 
delayed because of eligibility issues and missing 
data, but up to 85% of those denied claims could 
have been avoided.10

One large health system recognized that AI 
— specifically predictive analytics — could gen-
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erate cost savings and improve not only cash col-
lection and yield but also the patient’s experience. 
The effort began with a large data set (12 months 
of claims data representing millions of payer in-
teractions), with a focus on more than 100 claims 
attributes. The system ran the data through a re-

gression model to find those that correlated most 
closely with a denied billing claim. With this new 
predictive model, unsubmitted claims were then 
prerun, increasing the number of claims identi-
fied as likely to be denied by 33%, as compared 
with a retrospective baseline. In addition, the 

Figure 2. Use of AI in Claims Processing.

In the reimbursement domain, AI can be used at specific points in the processing of a typical claim. The information 
in this figure is from Sahni et al.9

Claims Creation
After a member receives a service, the provider fills 

out a detailed claim form, typically electronically

Claims Submission
Provider sends the form to a payer; typically >90% 

of claims are submitted electronically 

Auto-adjudication
Claim comes into payer's 
inbound systems; typically 

>80% of claims are 
auto-adjudicated 

Manual Adjudication
Approximately 20% of claims  
that must be manually adjudi- 
cated are generally resolved

by claims processors or 
claims specialists; a claim 
that is rejected is sent back

to the provider

Examples of Uses of AI
(nonexhaustive)

Improve auto-adjudication by looking for
specific markers or variables resulting in 
manual review

Assess utilization management records 
and electronic health records to support 
adjudication

Support manual processing by presenting
supplemental information

Use bots for pricing and claim cleaning to
automate tasks that are largely manual 

Examples of Uses of AI
(nonexhaustive)

Determine root cause of audit, grievance,
or appeal 

Identify issues early to avoid appeal process

Payment
A claims tool determines whether the claim is 

going to be paid, and reimbursement is initiated

Claims Tracking
The provider and member can track a claim statement 

online; the statement can be received through an 
online portal or through mail; either the provider or 

member may dispute the claim

Audits, Grievances, and Appeals
Claims excellence and adjustments team 

audits claims on a monthly or quarterly basis 
to reduce errors and improve accuracy; team 

also handles grievances and appeals
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model identified the most likely root causes of 
claims denial, such as National Drug Code denial 
or a specific payer’s policy. That health system 
now has a pilot program that uses the top 10 root 
causes to flag claims and address them before 
submission. Over time, the goal is to further de-
velop the model to generate claims-specific root 
causes of denial and prevent billings from mov-
ing forward if they harbor these flaws. This 
could further improve the denied-claims record 
of the health system and potentially reduce the 
administrative spending needed for claims pro-
cessing and reprocessing, all while improving the 
patient’s experience by reducing the number of 
frustrating denials.

On the payer side, a large managed-care orga-
nization used AI to move from a traditional, la-
bor-intensive model to an AI-based model, with 
the goal of eliminating upstream errors in a way 
that could reduce the need for manual claim ad-
judication. Thus, the organization trained a model 
that identified and weighted the factors that led 
to the need for manual intervention, such as spe-
cific procedure codes. The model continuously 
generated output that was based on relative manu-
al effort. With the use of AI by the managed-care 
organization, the percentage of complex claims 
that were processed without denial increased from 
less than 80% to more than 90%. This reduced 
associated administrative spending by 30% and 
improved patient experience and clinician satis-
faction.

AI is also being used in prior authorization, a 
process that involves substantial manual labor, 
with only 21% of prior authorizations automated.9 
The process can be costly because it requires doc-
tors and registered nurses to review requests for 
authorization. From the payer’s perspective, the 
objective is to ensure that patients are receiving 
clinically appropriate treatment. Therefore, prior 
authorization is meant to be a check on what the 
provider has ordered.

In an attempt to reduce friction in the system, 
one payer created an integrated, clean database 
with a sample that included member eligibility 
and benefits information, historical medical and 
pharmacy claims, and historical prior authoriza-
tion requests with clinical decisions, appeals, and 
outcomes. These data were then fed into a triage 
engine that categorized requests into four levels 
of complexity on the basis of such factors as the 
level of detail shared, the plan member’s clinical 

history, and the knowledge gained from process-
ing similar requests. AI has already begun to 
reduce the number of steps in the process, as 
compared with traditional manual workflows, 
and the majority of low- and medium-complexity 
prior authorization requests are automatically ap-
proved. This has led to reduced turnaround times, 
more consistent clinical outcomes, and better 
overall experiences for patients and clinicians. 
With this foundation in place, the payer’s long-
term vision is to apply AI to further accelerate 
decision making.

Clinical Operations

Clinical operations is another health care delivery 
domain with expanding AI use. Although AI 
adoption is not as advanced in clinical opera-
tions as it is in reimbursement, the total-mis-
sion-value potential is similar, and AI has been 
an area of intense research in clinical operations 
(Fig. 1). Consider the operating room, one of the 
most critical assets for clinical care in a health 
system. The demand for operating rooms is tra-
ditionally high, so a missed surgical slot could 
result in a substantial increase in wait time, not 
to mention loss of revenue. Scheduling delays ow-
ing to surgeries that run longer than anticipated 
could also have a nonfinancial effect, such as a 
worse experience for patients and their families 
as they wait for an operation to end or for a pro-
cedure to begin. In health systems in the United 
States, more effective use of operating-room ca-
pacity can increase access to care, which is espe-
cially important today because of surgical back-
logs and clinician shortages.

In our experience, operating-room optimiza-
tion can occur in three steps: improving operat-
ing-room management, predicting operating-room 
use, and using operating-room analytics in real 
time (Fig. 3). Each step has the potential to pro-
vide an incremental benefit, but the final two steps 
are still in development, and their potential benefit 
is difficult to quantify.

The first step uses descriptive analytics, such 
as a histogram showing the distribution of op-
erating-room times over the previous 30 days, to 
identify variations in scheduling. Health systems 
have used this approach successfully for many 
years.11,12 This step has not traditionally involved 
AI use, nor has it been needed.

In the second step, AI starts to play a central 
role by predicting operating-room use. Preopera-
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tive prediction analytics are focused on reducing 
cancellations and estimating mortality.13,14 Dur-
ing surgery, predictions generally focus on the 
duration of the procedure and potential compli-
cations while it is being performed.15,19 Finally, 
predictions about likely postoperative outcomes 
aim to identify major complications.16

The third step, using operating-room analyt-
ics in real time, can turn prediction into action. 
For example, AI would be used to build predic-
tion of the duration of a procedure into precise 
scheduling, allow for the coordination of multi-
ple operating rooms being used simultaneously, 
and integrate predictions such as likely surgery 
cancellations into operating-room optimization.20 
Organizations such as the Mayo Clinic and Lucile 
Packard Children’s Hospital at Stanford have esti-
mated that utilization would potentially be im-
proved by 15 to 20% if AI were implemented.17,18 
However, this step remains largely in the pilot 
phase, and whether the improvements will be real-
ized is not known.

Another use of AI in clinical operations is tack-
ling clinician burnout.21 Physicians now spend 

more than 50% of their time updating electronic 
health records (EHRs), and this use of time is a 
documented contributor to burnout.22,23 Multiple 
providers are piloting natural language process-
ing to reduce this burden. If these efforts are 
successful, natural language processing could 
turn unstructured data such as clinicians’ notes 
into the structured data needed for the EHR as 
well as for other uses, such as documenting 
quality metrics or filling in appropriate Current 
Procedural Terminology codes. This application 
of AI would give clinicians more time to spend 
with patients and on tasks that require human 
judgment.

Quality and Safety

Quality and safety constitute a domain in which 
a substantial portion of value comes from non-
financial factors. The current level of adoption 
of AI in this domain is limited (Fig. 1), as is the 
evidence on the broad effect of AI on quality and 
safety, but two uses of AI, focused on patient 
safety and patient experience, show potential.

In the first use of AI, the objective with re-

Figure 3. Use of AI in the Operating Room.

In the clinical operations domain, AI has been adopted for use in the operating room. Sources of information are 
Mazzei et al.,11 Overdyk et al.,12 Luo et al.,13 Killic et al.,14 Shahabikargar et al.,15 Bihorac et al.,16 Ozen et al.,17 and 
Fairley et al.18

Improving Operating-Room
Management

Predicting Operating-
Room Use

Using Operating-Room
Analytics in Real Time

Analytics Approach Descriptive Predictive Prescriptive

Description of
Analytics

Analyses of historical operating-
room performance to identify
and address variation

Predictions regarding preopera-
tive cancellations, in-surgery
risk, and postoperative compli-
cations

Models that translate predictions
into systematic action, inclu-
ding real-time scheduling and
reporting

Examples
 (Nonexhaustive)

Measured key operating-room
statistics such as start time,
surgical incision time, room
turnover time, and patient
turnover time (University
Hospital, 1994)

Measured key operating-room
statistics such as start time,
turnover, and unavailability
(Medical University of
South Carolina, 1998) 

Predicted operations with high 
risk of cancellation (West 
China Hospital, 2018)

Predicted risk of death during 
cardiac surgery (unidentified 
academic institution, 2020)

Predicted duration of elective
surgery (Gold Coast Hospital,
2017)

Predicted postoperative major
complications and death
(University of Florida Health,
2019)

Simulated improvement in utili-
zation by 19% and reduction
of overtime by 10% (Mayo
Clinic, 2015)

Simulated reduction in post-
anesthesia care unit holds
without decreasing operating-
room utilization (Lucile Packard
Children’s Hospital Stanford,
2018)

Level of AI Use Limited Predominant
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gard to patient safety is to reduce major adverse 
events — specifically, in cases in which current 
evidence-based methods are less useful in pre-
venting and addressing complications and in 
which integration of complex, unstructured data 
with measurable metrics could help in making 
predictions. Adverse drug events, decompensation, 
and diagnostic errors have been identified as prob-
lems with the greatest potential for improvement 
with AI.7 Tackling these problems requires the 
generation of actionable information. This pro-
cess uses data from types of sensing technology, 
including vital-sign monitoring, wearables such 
as insoles in shoes, pressure sensors, and com-
puter vision, to embed clinical alarms and re-
ports in the workflow.4

For example, sepsis has become an area of 
focus in recent AI efforts, given the high mortal-
ity associated with this condition and the impor-
tance of early action (Fig. 4). One AI algorithm 
used EHR data in combination with blood pres-
sure and heart rate measures to predict whether 
a given patient in the intensive care unit (ICU) 
might have sepsis.24 A health system has used AI 
to monitor data such as vital signs and nursing 
reports. The AI output then links with clinical 
workflows to quickly alert hospital staff if a pa-
tient could be in trouble and appropriate clinical 
steps need to be taken to reduce risk. Over a pe-
riod of 5 years beginning in 2014, this monitor-

ing had reportedly saved approximately 8000 lives 
across the network of the health system.25 An-
other approach used a broader predictive algo-
rithm for clinical deterioration in the ICU; this 
algorithm reduced mortality in 21 hospitals.26 In 
addition, a recent study showed that when a 
provider confirms an alert, mortality is further 
reduced.27

The second use of AI — to improve patient 
experience — can involve Consumer Assessment 
of Healthcare Providers and Systems (CAHPS), a 
program of the Agency for Healthcare Research 
and Quality that measures how patients experi-
enced or perceived key aspects of their care, not 
how satisfied they were with their care. CAHPS 
scores are also tied to “star ratings” (a five-star 
scale, with one star representing poor perfor-
mance and five stars representing excellent per-
formance) for Medicare Advantage plans. One 
regional payer sought to identify its most dis-
satisfied members and to understand why they 
were dissatisfied. The payer used measures tra-
ditionally inferred from a variety of encounter, 
survey, and operational data, as well as assembled 
member-level data such as claims, enrollment in-
formation, call-center contacts, appeals and griev-
ances, monthly member-survey data, and care man-
agement data. After identifying proxy variables 
for dissatisfaction, the payer ran regressions to 
determine variable significance and relationships. 

Figure 4. Use of AI to Predict and Manage Sepsis.

In the quality and safety domain, AI has been used in the detection of risk of sepsis and the care of patients with 
this condition. Boxes indicate areas of greatest potential AI impact. ICU denotes intensive care unit.

Sepsis

Infection Hospital Treatment Postdischarge Care

Examples of Uses of AI
 (Nonexhaustive)

Prediction of high risk of sepsis
on the basis of patient's
demographic information

Early identification of sepsis
on the basis of clinical data

Informed clinical decision making
on the basis of next-best action,
incorporating coexisting condi-
tions and social determinants
of health data

Improved protocol adherence

AI-enabled guidance for best
postdischarge care setting
(e.g., skilled-nursing facility,
home)

Identification of best care man-
agement interventions to
prevent recurrence

Community Emergency department Death

Discharge (to residential
care facility or home)

Recurrence

Medical or surgical
intervention

ICU

Residential care facility
(e.g., skilled-nursing

facility)

Hospital
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AI algorithms were then built to assess the like-
lihood of disenrollment and the sentiment score 
for all members. Members were clustered into 
similar segments and further assessed to under-
stand important dissatisfaction variables in each 
cluster. This information was then used to priori-
tize and inform outreach, which improved mem-
bers’ experiences through better identification 
and resolution of their issues. Overall, the use of 
AI led to improved allocation of outbound call 
resources while addressing member challenges. 
CAHPS scores also improved, contributing to a 
four-star rating by the Centers for Medicare and 
Medicaid Services.

Sl ow A d op tion of A I  
in He a lth C a r e Deli v er y

The examples noted above from three domains 
show that the use of AI in health care delivery is 
developing and that in some situations, the tech-
nology has proved to be effective. Yet health care 
remains among the business sectors that have 
been slow to adopt AI.28 Why is this so?

To answer this question, it is important to un-
derstand technology adoption. Generally, it follows 
an S curve: starting with the development of solu-
tions, then piloting, followed by scaling and adap-
tation, and finally reaching maturity. In several 
business sectors, such as banking, AI is already 
reaching the maturity part of the S curve. In con-
trast, most of the domains in health care delivery 
are still developing solutions (quality and safety) 
or piloting them (clinical operations).

Adoption of AI in health care delivery is lag-
ging behind for several reasons. First, given the 
many different sources and types of health care 
data needed, they are known to be more hetero-
geneous and variable than data in other business 
sectors (e.g., data to make a movie recommenda-
tion in Netflix).29 This creates challenges in ap-
plying AI. Another major reason is the fee-for-
service model of payment as compared with a 
value-based payment model. The latter payment 
structure would fund measures that improve 
care or make it safer, which is where the benefit 
of AI in health care delivery could be of substan-
tial importance. Under a fee-for-service model, 
these incentives are substantially less prominent 
or absent altogether. Other documented reasons 
for the slow adoption of AI in health care delivery 
are lack of patient confidence, including concerns 

about privacy and trust in the output; regulatory 
issues such as Food and Drug Administration 
approval and reimbursement; methodologic con-
cerns such as validation and communication of 
the uncertainty of a given AI-based recommen-
dation or decision; and reporting difficulties such 
as explanations of assumptions and dissemina-
tion.3,6,30-32 These factors will have to be addressed 
before long-term adoption of AI and full realiza-
tion of the opportunity that it provides.

Issues within health care organizations may 
also account for the slow adoption of AI. These 
challenges must be addressed if AI deployment 
(a type of digital transformation) is to be suc-
cessful.33 We have found that this effort involves 
six categories encompassing strategic vision, key 
enabling factors, and implementation, each with 
specific health care delivery challenges to over-
come, as shown in Figure 5.

For example, starting with a strategic vision, 
one of the greatest challenges is properly defin-
ing the costs and benefits of deploying AI. His-
torically, the decision to invest in AI has been 
based on financial return. This calculation should 
be expanded to include nonfinancial factors as 
well. Otherwise, AI adoption could continue to lag 
in certain domains in which a large portion of its 
effect is nonfinancial, such as quality and safety.

Organizations may underestimate the impor-
tance of data management, one of the most criti-
cal factors enabling successful AI adoption. Data 
management includes preparing data for use in 
the information technology system, addressing 
information gaps, setting up information so that 
biases are prevented, and ensuring enough avail-
ability to achieve scale. Addressing this challenge 
is not “one and done” but instead requires ap-
proaches for continuous testing and validation 
across multiple providers, geographic locations, 
and disease use cases.

Finally, implementation is critical for AI adop-
tion within an organization. This category takes 
the most time and effort, and it is often short-
changed by organizations. One challenge is change 
management. For example, there may be agree-
ment to move to prescriptive scheduling in the 
operating room, but the implications of this 
decision are quite different for a hospital admin-
istrator, the chief of surgery, individual surgeons, 
and the operating-room team. Thus, successful 
AI adoption is likely to require intentional actions 
that both help to effect behavioral change and 
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address the details holistically, such as creating 
AI output visualizations that make interpretation 
easy for clinicians.

Another implementation challenge is workflow 
integration. The use of AI in clinical operations 
is more successful when it is treated as a routine 

part of the clinical workflow.6,27 In essence, AI 
output is more effective when viewed as a mem-
ber of the team rather than as a substitute for 
clinical judgment.

Although the challenges to successful AI de-
ployment within an organization are real, they 

Figure 5. Examples of Challenges to AI Adoption in Health Care Delivery Organizations.

A breakdown of categories of successful AI deployment and common challenges that organizations experience are shown. Sources of  
information are Rajkomar et al.,3 Bates et al.,6 Shaw et al.,30 Singh et al.,31 He et al.,32 and Carey et al.33

Challenges
Categories of Successful

AI Deployment Goal

Mission-led road map

Strategic Vision

Talent

Agile delivery

Technology and tooling

Data management

Key Enabling
Factors

Change in operating model
   of the organization

Implementation

Ensure a clear view of where 
the value is going to be and

a road map to get there

Part of the Solution: Ongoing belief that AI is a “silver bullet”
rather than part of a broader solution

Transformative Potential: Focusing only on the “incremental” 
opportunity rather than reimagining for the “transformative”
potential

Total Mission Value: Focusing only on financial factors rather than
accounting for nonfinancial factors such as quality improvement,
patient safety, patient experience, clinician satisfaction, and
increased access to care

Focus: Pursuing many domains rather than 1 or 2 “priority” 
domains with multiple uses of AI

Timing to Impact: Misconception that AI is a “quick win” rather 
than a process that is implemented over multiple years

Ensure that the correct
skills and capabilities

are available to
execute and innovate

Skills: Missing skill sets in workforce to implement and manage AI
Talent Road Map: Lack of long-term plan for workforce hiring,

upskilling, and reskilling as AI use expands
Education: Underinvestment in making workforce AI-literate

Culture: Negative attitude toward AI or lack of consensus
Funding: Limited ongoing funding to deploy AI

Increase the speed at which
teams are able to

deliver work

Allow the organization
to move quickly, with

flexibility and resiliency

Use data intelligence to derive
 a competitive advantage

Develop business processes,
employee skills, and

structures to realize total
mission value

1

2

3

4

5

6

Technology Infrastructure: Inability to integrate AI into legacy
systems, secure AI, or provide necessary computing power

Data Preparation: Underinvestment in tools to properly prepare
data 

Completeness: Inability to address data gaps with the use of 
internal or external sources

Unbiased Data: Lack of awareness of inherent biases in data, 
such as data that are limited to one health system site

Availability: Missing scale in the number of data points to train AI
Data Governance: Governance to manage data is not formalized

Change Management: Lack of recognition that translating strategic
vision requires different behavior changes for everyone in the 
workforce, as well as coaching

Workflow Integration: Failure to integrate AI into clinical workflow
to minimize the behavior change needed

Cross-functional Teams: Not creating fully cross-functional teams, 
such as clinicians, technologists, and operations professionals

Transparency: Inability to overcome “black box” nature of AI, such
as quantification of assumptions

Interpretable Output: Not providing easy-to-understand output
with relevant information to enhance decision making

Operational Governance: Not creating a formal governance
structure to oversee all aspects of implementation and ongoing
management
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can be overcome. Efforts that can help include 
introducing demonstration projects that test many 
AI applications focused in a few domains, estab-
lishing a balance between building in-house ca-
pabilities and partnering with AI technology 
vendors to access economies of expertise, quan-
tifying the total mission value, and aligning in-
centives to increase adoption. Investment will be 
required to achieve these ends. Across business 
sectors, the higher performers in AI adoption 
spend 30 to 60% more on AI than the lower per-
formers. In addition, unlike the lower perform-
ers, the higher performers expect to continue to 
increase their AI adoption budgets as implemen-
tation takes place.34

Conclusions

AI adoption in health care delivery has lagged 
behind adoption in other business sectors, but 
the past few years have shown the potential and 
promise of AI, which has already begun to shape 
the operations of payers and providers in some 
areas. If the promise of AI is realized, the qual-
ity of and access to health care delivery will be 
improved. The promise remains, but realizing it 
in practice has not been easy.

Disclosure forms provided by the authors are available with 
the full text of this article at NEJM.org.

We thank Allan Gold, Caroline Hodge, Brooke Istvan, Walker 
Jordan, Crosbie Marine, and George Stein for their contributions 
to this article.
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