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Statistical training helps individuals analyze and interpret data. However, the emphasis placed on null hypothesis significance testing in academic training and reporting may lead researchers to interpret evidence dichotomously rather than continuously. Consequently, researchers may either disregard evidence that fails to attain statistical significance or undervalue it relative to evidence that attains statistical significance. Surveys of researchers across a wide variety of fields (including medicine, epidemiology, cognitive science, psychology, business, and economics) show that a substantial majority does indeed do so. This phenomenon is manifest both in researchers’ interpretations of descriptions of evidence and in their likelihood judgments. Dichotomization of evidence is reduced though still present when researchers are asked to make decisions based on the evidence, particularly when the decision outcome is personally consequential. Recommendations are offered.
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1. Introduction

The null hypothesis significance testing (NHST) paradigm is the dominant statistical paradigm in academic training and reporting in the biomedical and social sciences (Morrison and Henkel 1970, Sawyer and Peter 1983, Gigerenzer 1987, McCloskey and Ziliak 1996, Gill 1999, Anderson et al. 2000, Gigerenzer 2004, Hubbard 2004). A prominent feature of this paradigm is the enshrinement of the eponymous null hypothesis, which typically posits that there is no difference between two or more groups with respect to some underlying population parameter of interest (e.g., a mean or proportion). Pitted against the null hypothesis is the alternative hypothesis, which typically posits that there is a difference between the groups. Standard practice involves collecting data; computing a p-value, which is a function of the data and the null hypothesis; and then retaining or rejecting the null hypothesis depending on whether the p-value is, respectively, above or below the size of the hypothesis test, where is conventionally set to 0.05.

Despite the overwhelming dominance of the NHST paradigm in practice, it has received no small degree of criticism over the decades. Consider, for instance, the following passage from Gill (1999):

It [NHST] has been described as a “strangle-hold” (Rozenboom 1960), “deeply flawed or else ill-used by researchers” (Serlin and Lapsley 1993), “a terrible mistake, basically unsound, poor scientific strategy, and one of the worst things that ever happened in the history of psychology” (Meehl 1978), “an instance of the kind of essential mindlessness in the conduct of research” (Bakan 1966), “badly misused for a long time” (Cohen 1994), and that it has “systematically retarded the growth of cumulative knowledge” (Schmidt 1996). Or even more bluntly: “The significance test as it is currently used in the social sciences just does not work” (Hunter 1997). (pp. 647–648)

Clearly, the NHST paradigm is not without its critics.

A major line of criticism against the NHST paradigm pertains to the misinterpretation of the p-value. Formally defined as the probability of observing data as extreme or more extreme than that actually observed assuming the null hypothesis is true, the p-value has often been misinterpreted as, inter alia, (i) the probability that the null hypothesis is true, (ii) one minus the probability that the alternative hypothesis is true, or (iii) one minus the probability of replication (Bakan 1966, Sawyer and Peter 1983, Cohen 1994, Schmidt 1996, Krantz 1999, Nickerson 2000, Gigerenzer 2004, Kramer and Gigerenzer 2005).

For example, Gigerenzer (2004) reports that, in a survey of psychology professors, lecturers, teaching assistants, and students, 103 out of 113 endorsed one or more of six false statements about p-values (see
also Haller and Krauss 2002 and Gigerenzer et al. 2004). Similarly, Cohen (1994) reports that 68 out of 70 academic psychologists misinterpreted the p-value as the probability that the null hypothesis is true, while 42 believed a p-value of 0.01 implied a 99% chance that a replication would yield a statistically significant result (see also Oakes 1986).

These common misinterpretations can be wildly off the mark in practice, and consequently, another line of criticism against the NHST paradigm is that the p-value is a poor measure of the evidence for or against a statistical hypothesis. For example, Cohen (1994) provides a setting where the p-value is less than 0.05 but the probability that the null hypothesis is true is about 0.60; consequently, he affirms that one can be very wrong by erroneously considering the p-value “as bearing on the truth of the null hypothesis” (p. 999). In other words, there can be a large divergence between the probability of the null hypothesis given the data and the p-value—the probability of the data (or more extreme data) given the null hypothesis—and in a variety of settings, this can cause the p-value to exaggerate the evidence against the null (see also Berger and Delampady 1987, Berger and Sellke 1987, Casella and Berger 1987, Berger and Berry 1988, and Hubbard and Lindsay 2008).

Another series of criticisms levied against the NHST paradigm pertain to the various forms of dichotomization associated with it, such as the dichotomy of the null hypothesis versus the alternative hypothesis and the dichotomization of results into “statistically significant” and “not statistically significant.” For instance, the influential Bayesian textbook Gelman et al. (2003) criticizes “the artificial dichotomy” required by sharp point null hypothesis significance tests of $\hat{\theta} = \theta_0$ versus $\hat{\theta} \neq \theta_0$, (where $\hat{\theta}$ is some statistical parameter of interest and $\theta_0$ is some value for that parameter) and notes that “difficulties related to this dichotomy are widely acknowledged from all perspectives on statistical inference” (p. 250); the authors instead suggest that an estimate of the posterior distribution of $\theta$ or an interval estimate of $\theta$ provides more interesting and relevant information compared with asking whether $\theta$ equals $\theta_0$.

A more specific variant of this dichotomization criticism relates to the particular form that the sharp point null hypothesis takes in the overwhelming majority of empirical applications—namely, sharp point null hypothesis significance tests of the form $\theta = 0$ versus $\theta \neq 0$ (e.g., tests of no difference between two or more groups). It is argued that the null hypothesis of zero effect is never and could never be precisely true in practice—particularly in the social sciences—because of factors such as measurement error and varying treatment effects (Tukey 1991, Cohen 1994, Gelman et al. 2003, Gelman 2015).

Indeed, Cohen (1994) derides this form of the null hypothesis as the “nil hypothesis” and lampoons it as “always false” (p. 1000). Similarly, Gelman et al. (2003) note that, for continuous parameters (e.g., the difference between two means or proportions), the null hypothesis of “exactly zero is rarely reasonable” (p. 250), whereas Tukey (1991) notes that two treatments are “always different” (p. 100).

Yet another series of criticisms of the NHST paradigm relating to dichotomization pertains to the labeling of results as statistically significant or not statistically significant depending on whether the p-value is, respectively, below or above the size $\alpha$ of the hypothesis test, where $\alpha$ is conventionally set to 0.05. One well-known criticism is that the 0.05 threshold is entirely arbitrary (Fisher 1926, Yule and Kendall 1950, Cramer 1955, Cochran 1976, Cowles and Davis 1982) and that the threshold selected should depend on the application at hand. Although this argues for replacing 0.05 with a different, perhaps application-specific, threshold, another line of criticism suggests that the problem is with having a threshold in the first place: the dichotomization into statistically significant and not statistically significant itself has “no ontological significance” (Rosnow and Rosenthal 1989, p. 1277). Consequently, Rosnow and Rosenthal (1989) stress that “surely, God loves the 0.06 nearly as much as the 0.05. Can there be any doubt that God views the strength of evidence for or against the null as a fairly continuous function of the magnitude of $p$?” (p. 1277).

Whereas these criticisms have respectively focused on the practice and metaphysics of the dichotomization of results into statistically significant and not statistically significant, still another line of criticism has considered the potentially harmful effects of dichotomization. For instance, it is well known that statistical significance and practical importance are often confused; indeed, this confusion is so rampant that, to preempt it, introductory statistics textbooks repeatedly affirm—with a frequency rivaled only by the frequency of declarations that correlation does not imply causation—that statistical significance is distinct from practical importance (Freedman et al. 2007).

To illustrate this point, consider Freeman’s (1993) example of four hypothetical trials in which subjects express a preference for treatment A or treatment B. With sample sizes of 20, 200, 2,000, and 2,000,000 and preferences for A of 75.0%, 57.0%, 52.3%, and 50.07%, respectively, all four trials produce statistically significant p-values of about 0.04; nonetheless, the effect size in the largest study shows that the two treatments are nearly identical in terms of preference. Consequently, researchers err greatly by confusing statistical significance with practical importance.
Another ill effect of the dichotomization of results into statistically significant and not statistically significant is that researchers treat results that attain statistical significance as evidence of an effect whereas they treat results that fail to attain statistical significance as evidence of the absence of an effect. Gelman and Stern (2006) have discussed one important implication of this practice—namely, that researchers commonly infer that two treatments are statistically significantly different when one treatment attains statistical significance while the other fails to do so. In reality, the two treatments may have a statistically similar effect, or as Gelman and Stern state, “the difference between ‘significant’ and ‘not significant’ is not itself statistically significant” (p. 328). Gelman and Stern note that this is conceptually distinct from the arbitrariness of the 0.05 threshold and provide an example where the difference between an effect that clearly attains statistical significance (i.e., $d_A = 25$; $se = 10$; $p = 0.01$) and one that clearly fails to do so (i.e., $d_B = 10$; $se = 10$; $p = 0.32$) itself clearly fails to do so (i.e., $d_A - d_B = 25 - 10$; $se = \sqrt{100^2 + 100^2}; p = 0.29$). Further, Gelman and Stern point to examples of this mistake in the literature and trace it back to the dichotomization of evidence promoted by the NHST paradigm: assigning treatments to different categories naturally leads to the conclusion that the treatments thusly assigned are categorically different.

In this paper, we investigate one way in which the NHST paradigm may lead researchers to misinterpret evidence. In particular, given the focus on NHST and the concomitant dichotomization of results into statistically significant and not statistically significant in academic training and reporting, we hypothesize that researchers—despite general knowledge that the conventional 0.05 level of statistical significance is arbitrary—tend to think of evidence in dichotomous terms. This dichotomization may manifest itself in several ways. For example, individuals may interpret evidence that reaches the conventionally defined threshold for statistical significance as a demonstration of a difference and may in contrast interpret evidence that fails to reach this threshold as a demonstration of no difference. Similarly, individuals’ confidence that a difference exists or their perceptions of the practical importance of a difference may be sharply kinked around $p = 0.05$, with a precipitous change in the confidence that a difference exists or the perception of the practical importance of a difference when the $p$-value crosses the $p = 0.05$ threshold.

As an example of how dichotomous thinking manifests itself, consider how Messori et al. (1993) compared their findings with those of Hommes et al. (1992):

The result of our calculation was an odds ratio of 0.61 (95% CI [confidence interval]: 0.298–1.251; $p > 0.05$; this figure differs greatly from the value reported by Hommes and associates (odds ratio: 0.62; 95% CI: 0.39–0.98; $p < 0.05$)... we concluded that subcutaneous heparin is not more effective than intravenous heparin, exactly the opposite to that of Hommes and colleagues. (p. 77)

In other words, Messori et al. (1993) conclude that their findings are “exactly the opposite” of Hommes et al. (1992) because their odds ratio estimate failed to attain statistical significance whereas that of Hommes et al. attained statistical significance. In fact, however, the odds ratio estimates and confidence intervals of Messori et al. and Hommes et al. are highly consistent (for additional discussion of this example and others, see Rothman et al. 1993 and Healy 2006).

The remainder of this paper is organized as follows. In Study 1, we demonstrate that researchers misinterpret mere descriptions of data depending on whether a $p$-value is above or below 0.05. In Study 2, we extend this result to the evaluation of evidence via likelihood judgments; we also show the effect is attenuated but not eliminated when researchers are asked to make hypothetical choices. Finally, we discuss some implications of our findings and present recommendations for statistical training and reporting.

2. Study 1: Descriptive Statements

2.1. Objective

The goal of Study 1 was to examine the hypothesis that a focus on statistical significance leads researchers to misinterpret data. To systematically examine this question, we presented researchers with a study summary that showed a difference in an outcome variable associated with an intervention and a set of descriptions of that difference. We manipulated whether the difference in the outcome variable attained ($p = 0.01$) or failed to attain ($p = 0.27$) statistical significance. We posited that researchers would correctly identify that the outcome variable differed when the difference attained statistical significance but would fail to identify this difference when it failed to attain statistical significance.

2.2. Participants

Participants were the authors of articles published in the 2013 volume of the New England Journal of Medicine (issues 368.1–368.10). A link to our survey was sent via email to the 322 authors; about 20 email addresses were incorrect. Seventy-five authors completed the survey, yielding a completion rate of 25%.

2.3. Procedure

Participants were asked to respond sequentially to two versions of a principal question followed by several follow-up questions. As noted above, the principal
question asked participants to choose the most accurate description of the results from a study summary that showed a difference in an outcome variable associated with an intervention. We manipulated whether this difference attained \( (p = 0.01) \) or failed to attain \( (p = 0.27) \) statistical significance within subjects, with participants first asked to answer the \( p = 0.27 \) version of the question and then, on the next screen, the \( p = 0.01 \) version of the question. To test for robustness to differences in the wording of the response options, participants were randomized to one of three variations; for full details, see the online supplementary materials, which are available at http://dx.doi.org/10.1287/mnsc.2015.2212. For purposes of illustration, we present one of these variations below.

Below is a summary of a study from an academic paper:

The study aimed to test how different interventions might affect terminal cancer patients’ survival. Participants were randomly assigned to one of two groups. Group A was instructed to write daily about positive things they were blessed with while Group B was instructed to write daily about misfortunes that others had to endure. Participants were then tracked until all had died. Participants in Group A lived, on average, 8.2 months post-diagnosis whereas participants in Group B lived, on average, 7.5 months post-diagnosis \( (p = 0.27) \).

Which statement is the most accurate summary of the results?

A. Speaking only of the subjects who took part in this particular study, the average number of post-diagnosis months lived by the participants who were in Group A was greater than that lived by the participants who were in Group B.

B. Speaking only of the subjects who took part in this particular study, the average number of post-diagnosis months lived by the participants who were in Group A was less than that lived by the participants who were in Group B.

C. Speaking only of the subjects who took part in this particular study, the average number of post-diagnosis months lived by the participants who were in Group A was no different than that lived by the participants who were in Group B.

D. Speaking only of the subjects who took part in this particular study, it cannot be determined whether the average number of post-diagnosis months lived by the participants who were in Group A was greater/no different/less than that lived by the participants who were in Group B.

After these questions, participants were asked (i) a multiple choice question about their primary area of expertise (i.e., medicine, chemistry/biology, statistics/biostatistics, engineering, or other), (ii) a free response question asking at what \( p \)-value statistical significance is conventionally defined \( (p < 0.05; 97\% \) of participants answered correctly), and (iii) a question about their statistical model for the data (for full details, see the online supplementary materials).

### 2.4. Results and Discussion

We present our results in Table 1 (for a graphical representation of our results and for full details, see the online supplementary materials). For the principal question shown above, the correct answer is option A regardless of the \( p \)-value: all four response options are descriptive statements, and indeed, the average number of post-diagnosis months lived by the participants who were in Group A was greater than that lived by the participants who were in Group B (i.e., \( 8.2 > 7.5 \)). However, participants were much more likely to answer the question correctly when the \( p \)-value in the question was set to 0.01 than to 0.27.\(^1\) For instance, among participants who saw the response wording above, 95\% correctly answered when the \( p \)-value was set to 0.01; on the other hand, only 10\% correctly answered when the \( p \)-value was set to 0.27, with 55\% choosing option C and 35\% choosing option D. Responses in the other two response wording conditions were similar, as can be seen in Table 1.

These results are striking and suggest that, as hypothesized, a focus on statistical significance leads

---

\(^1\) Because of the subject matter of our paper as well as the large effect sizes observed in our data, we do not present null hypothesis significance tests and the concomitant \( p \)-values in the text. We thank the editor and the associate editor for their understanding. All details of estimation can be found in the online supplementary materials.
researchers to think of evidence dichotomously. In particular, participants failed to identify differences that were not statistically significant as different.

One potential criticism of our findings is that our question is essentially a trick question: researchers clearly know that 8.2 is greater than 7.5, but they might perceive that asking whether 8.2 is greater than 7.5 is too easy a question, and hence they focus on whether the difference is statistically significant. However, asking whether a \( p \)-value of 0.27 is statistically significant is also trivial, so this criticism does not resolve why researchers focus on the statistical significance of the difference rather than on the difference itself. A related potential criticism regards our question as a trick question for a different reason: by including a \( p \)-value, we naturally lead researchers to focus on statistical significance. However, this is essentially our point: researchers are so trained to focus on statistical significance that the mere presence of a \( p \)-value leads them to automatically view everything through the lens of the NHST paradigm—even when it is not warranted. Moreover, in further response to such criticisms, we note that we stopped just short of explicitly telling participants that we were asking for a description of the observed data rather than asking them to make a statistical inference (e.g., response options read, “Speaking only of the subjects who took part in this particular study, the average number of postdiagnosis months lived by the participants who were in Group A was greater than that lived by the participants who were in Group B” and similarly; emphasis added).

Although not directly relevant to our hypotheses, there are two additional points worth noting. First, even if we had asked participants to make a statistical inference under the NHST paradigm rather than to simply choose the most accurate description of the data, option C (which stated that the average number of months lived by participants in the two groups did not differ) is never correct: failure to reject the null hypothesis does not imply or prove that the two treatments do not differ. Second, and again assuming we were asking an inferential question rather than a descriptive question, there is a sense in which option D (which states that it cannot be determined whether the average number of months lived by participants in the two groups differed) is the correct answer regardless of the \( p \)-value since at no \( p \) is the null definitively overturned. However, only a relatively small proportion of participants chose option D as their response to both versions of the question (i.e., the \( p = 0.01 \) version and the \( p = 0.27 \) version), with most choosing option A for the \( p = 0.01 \) version and option C or option D for the \( p = 0.27 \) version.

### 2.5. Robustness

To test the robustness of the observed effect, we replicated Study 1 using different wordings for the response options, different question orders (e.g., \( p = 0.01 \) first versus \( p = 0.27 \) first), and different subject populations including researchers in psychology (members of the editorial board of *Psychological Science*) and business (the 2013 Marketing Science Institute Young Scholars) as well as undergraduates both trained and untrained in statistics. To briefly summarize the results of these studies, neither the response wording nor the question order substantially affected the pattern of results. Furthermore, consistent with our prediction that the focus placed on NHST in the training of professional researchers and in typical undergraduate courses would be associated with diminished performance on the \( p = 0.27 \) version of the question, 73% of statistically untrained undergraduates answered the \( p = 0.27 \) version of the question correctly, compared with 17% of *Psychological Science* editorial board members, 19% of Marketing Science Institute Young Scholars, and 53% of statistically trained undergraduates. Finally, and perhaps not surprisingly, statistically untrained undergraduates answered the \( p = 0.01 \) and \( p = 0.27 \) versions of the question correctly at the same rate. For additional details, see the online supplementary materials.

### 3. Study 2: Likelihood Judgments and Choices

#### 3.1. Objective

Thus far, we have examined how differences in statistical significance affect researchers’ descriptive statements about data. In Study 2, we examine whether the observed pattern of results extends from descriptive statements to the evaluation of evidence via likelihood judgments. To do so, we presented researchers with a study summary and a set of judgments that might be made based on the data. As above, the \( p \)-value for the null hypothesis significance test of no difference between the two treatment groups was set above or below 0.05. Although the \( p \)-value quantifies the strength of evidence against the null hypothesis, we hypothesized that participants would incorrectly judge (i.e., dismiss or undervalue in a relative sense) evidence that failed to attain statistical significance.

To examine whether participants’ likelihood judgments would extend to decisions based on the data, we also asked participants to report how they would choose to act in light of the data. We hypothesized that when it comes to making a choice, researchers would, to some degree, shift their focus from whether a result is or is not statistically significant to which choice option represents the superior alternative.\(^2\) As

\(^2\)More precisely, here and hereafter, by the “superior alternative” we mean the alternative that is more likely to be superior, which, in our setting, means the alternative that is more likely to be more effective in terms of the probability of recovery from a disease.
a result, we predicted that researchers would be more likely to select the superior alternative in the context of making a choice relative to the context of making a likelihood judgment. Moreover, we predicted that this effect would be more pronounced the more personally consequential the choice for the participant.

A further goal of Study 2 was to gain additional insight into researchers’ reasoning when making likelihood judgments and choices by examining how varying (i) the degree to which the p-value is above the 0.05 threshold for statistical significance and (ii) the magnitude of the treatment difference affects researchers’ likelihood judgments and choices. We hypothesized that researchers would be substantially more likely to provide incorrect judgments when the p-value was set above 0.05 than when set below 0.05, but that (i) the degree to which the p-value exceeded 0.05 and (ii) the magnitude of the treatment difference would have little impact on the results as researchers would focus almost solely on whether the difference between the treatments attained or failed to attain statistical significance.

3.2. Participants
Participants were the authors of articles published in the 2013 volume of the American Journal of Epidemiology (issues 177.4–178.4). A link to our survey was sent via email to the 1,111 authors; about 110 email addresses were incorrect. Two hundred ninety-nine authors completed a survey, yielding a completion rate of 30%. Thirty-eight responses could not be used because they were inadvertently diverted to the wrong survey; consequently, we report results from the 261 participants who completed the correct survey.

3.3. Procedure
Participants completed a likelihood judgment question followed by a choice question. Participants were randomly assigned to 1 of 16 conditions following a $4 \times 2 \times 2$ design. The first level of the design varied whether the p-value was set to 0.025, 0.075, 0.125, or 0.175, and the second level of the design varied the magnitude of the treatment difference (52% and 44% versus 57% and 39%). The third level of the design applied only to the choice question and varied whether participants were asked to make a choice for a close versus distant other (see below). Participants saw the same p-value and magnitude of the treatment difference in the choice question as they saw in the preceding judgment question.

The judgment question was as follows.

Below is a summary of a study from an academic paper:

The study aimed to test how two different drugs impact whether a patient recovers from a certain disease. Subjects were randomly drawn from a fixed population and then randomly assigned to Drug A or Drug B. Fifty-two percent (52%) of subjects who took Drug A recovered from the disease while forty-four percent (44%) of subjects who took Drug B recovered from the disease.

A test of the null hypothesis that there is no difference between Drug A and Drug B in terms of probability of recovery from the disease yields a p-value of 0.175.

Assuming no prior studies have been conducted with these drugs, which of the following statements is most accurate?

A. A person drawn randomly from the same population as the subjects in the study is more likely to recover from the disease if given Drug A than if given Drug B.
B. A person drawn randomly from the same population as the subjects in the study is less likely to recover from the disease if given Drug A than if given Drug B.
C. A person drawn randomly from the same population as the subjects in the study is equally likely to recover from the disease if given Drug A than if given Drug B.
D. It cannot be determined whether a person drawn randomly from the same population as the subjects in the study is more/less/equally likely to recover from the disease if given Drug A or if given Drug B.

For the choice question, participants were presented with the same study summary but were instead asked to make a hypothetical choice. Moreover, participants were randomized into one of two conditions: they were asked to choose a treatment for either a close other (i.e., a loved one) or a distant other (i.e., physicians treating patients). We predicted that participants would be more likely to choose a superior alternative for a close other than for a distant other when the superior alternative was not statistically significantly different from the inferior alternative. The basis for this prediction was our hypothesis that choice tends to shift the focus away from statistical significance and toward whether an option is superior combined with the logic that this shift would be greater the more consequential the choice for the participant. Participants in the close other condition saw the following wording:

If you were to advise a loved one who was a patient from the same population as those in the study, what drug would you advise him or her to take?

Participants in the distant other condition saw the following wording:

If you were to advise physicians treating patients from the same population as those in the study, what drug would you advise these physicians prescribe for their patients?

All participants then saw the following response options:

A. I would advise Drug A.
B. I would advise Drug B.
C. I would advise that there is no difference between Drug A and Drug B.
In addition to asking participants to make judgments and choices, we also sought to gain insight into participants’ reasoning by asking them to explain why they chose the option they chose in free response form both after the judgment question and after the choice question. Participants were provided with a text box to provide their response.

After these questions, participants were asked a multiple choice question about their primary area of expertise (epidemiology, medicine, statistics/biostatistics, or other) and a free response question asking at what p-value statistical significance is conventionally defined (p < 0.05; 99% of participants answered correctly).

3.4. Results and Discussion

As the effect of making a choice for a close versus distant other was a secondary hypothesis, we collapse over both “other” (i.e., close versus distant) conditions in the principal presentation of our results and return to the analysis of the effect of a close versus distant other below. We present our results in Table 2 (for a graphical representation of our results and for full details, see the online supplementary materials).

Although the p-value quantifies the strength of the evidence regarding the likelihood that the efficacy of Drug A is higher than that of Drug B (and thus the likelihood of a hypothetical new patient recovering if given Drug A versus Drug B), again the level of p-value does not alter the correct response option. The correct answer is option A because Drug A is more likely to have higher efficacy than Drug B regardless of the p-value. The share of participants who correctly answered the judgment question when the p-value was set to 0.025 was 70% and 81% in the small and large treatment difference conditions, respectively. However, the share of participants who correctly answered the judgment question was substantially lower when the p-value was set to 0.075, 0.125, and 0.175, with no substantial variation in the share answering correctly across these three conditions (16%, 25%, and 16%, respectively, when the treatment difference was small and 21%, 24%, and 22%, respectively, when the treatment difference was large).

An argument might be made that there is a sense in which option D is the correct option for the judgment question because, as discussed above, at no p is the null definitively overturned. More specifically, under a classical frequentist interpretation of the question, which drug is “more likely” to result in recovery depends on the parameters governing the probability of recovery for each drug. As these parameters are unknown and unknowable, option D could be construed as the correct answer under this interpretation. We note that no such difficulty arises under a Bayesian interpretation of the question and for which option A is definitively the correct response.

Were participants approaching the judgment question with the classical interpretation, they would select option D when presented with both the p < 0.05 and the p > 0.05 versions of the question. However, participants overwhelmingly selected option A when presented with the p < 0.05 version of the question, whereas they predominantly chose option D when presented with the p > 0.05 version. Thus, it seems highly improbable that participants approached the question classically.

We next examined participants’ responses to the choice question. The share of participants choosing Drug A in the choice question when the p-value was set to 0.025 was 87% and 94% in the small and large treatment difference conditions, respectively. This dropped substantially when the p-value was set to 0.075, 0.125, and 0.175, with no substantial

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Study 2 Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small treatment difference</td>
</tr>
<tr>
<td></td>
<td>p = 0.025</td>
</tr>
<tr>
<td>Option</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>70</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>D</td>
<td>20</td>
</tr>
<tr>
<td>n</td>
<td>30</td>
</tr>
</tbody>
</table>

*Notes.* Each cell gives either the percentage of participants who gave the given response option or the sample size. Participants are much more likely to choose option A for both the judgment question and the choice question when p < 0.05, and there is no substantial variation in the likelihood of choosing option A across the three p > 0.05 conditions. The magnitude of the treatment difference has no substantial impact on the results.
variation across the three conditions (50%, 53%, and 41%, respectively, when the treatment difference was small and 53%, 52%, and 49%, respectively, when the treatment difference was large).

In sum, the share of participants who correctly answer each question drops steeply once the \( p \)-value falls below 0.05 but is stable thereafter, and the magnitude of the treatment difference has no substantial impact on the fraction answering correctly. This dichotomization of responses around the conventional threshold for statistical significance is consistent with the notion that dichotomization of evidence into statistically significant and not statistically significant biases researchers’ judgments. Moreover, the lack of any substantial effect of the magnitude of the treatment difference suggests that, within the range of magnitudes we examined (i.e., a more than doubling of the magnitude), whether a result attains or fails to attain statistical significance has a far greater impact on the response than the magnitude of the treatment difference.

We further examined whether the choices made by participants varied by whether the choice was made on behalf of a close other or a distant other. When the \( p \)-value was set to 0.075, 0.125, and 0.175, the results showed that participants were more likely to choose Drug A when making a choice for a close other than when making a choice for a distant other (64%, 58%, and 53%, respectively, versus 39%, 47%, and 36%, respectively). This finding supports our proposition that making a choice shifts participants’ focus from whether a result attains or fails to attain statistical significance to the available evidence, and that this effect is greater the more consequential the choice for the participant. Nonetheless, we find it striking that—even when faced with a consequential choice—only 50% of participants across the two other conditions chose Drug A when the difference between the two drugs failed to attain statistical significance, whereas 90% chose it when the difference attained statistical significance.

We next examined participants’ explanations for their answers. Of the 159 participants who incorrectly answered the judgment question when the \( p \)-value was above 0.05, 115 suggested that they chose the answer they did because the difference in treatment outcomes failed to attain statistical significance. Many of these responses alluded to the idea that they could not label as evidence differences that did not reach the threshold for statistical significance. Some representative responses were “test for statistical significance was 0.07, which is above the well-established standard of \( p \)-value < 0.05”; “\( H_0 \) is not rejected”; “\( p \)-value is > 0.05, indicating no statistical difference between groups”; and “because the \( p \)-value indicated that there was not a significant difference between groups and thus no detectable difference between drug A or B.” Other responses that alluded to statistical significance indicated that the lack of statistical significance impacted participants’ confidence: “Although the relative difference appears large, statistically the difference is not significant, and not knowing more about the sample size and disease pathology or presumably drug mechanism, I would not feel confident about ‘prescribing’ one drug over the other.” A small minority of the responses among those assigned to the small treatment difference condition also expressed that the lack of statistical significance combined with the small magnitude of the treatment difference made any difference practically unimportant: “\( p \)-value > 0.05 plus from an intuitive standpoint both drugs essentially gave a 50–50 chance of recovery.” Such explanations are consistent with our account that researchers’ perceptions of evidence are dichotomized around the threshold for statistical significance and that this can manifest itself either as a total disregard for evidence for which \( p > 0.05 \) or as a sharp change in confidence or perceptions of practical significance around \( p = 0.05 \).

3.5. Robustness
As with Study 1, we tested the robustness of the effect observed in Study 2 by using different wordings for the choice question (i.e., self rather than other) and response options; different question orders; adding additional information (i.e., a posterior probability based on a Bayesian calculation); and different subject populations including researchers in cognitive science (members of the editorial board of Cognition), psychology (members of the editorial board of Social Psychology and Personality Science), and economics (recent authors in the American Economic Review, the Quarterly Journal of Economics, and the Journal of Political Economy). To briefly summarize the results of these studies, the pattern of results was not substantially affected by the wording, the question order, or the subject population. However, the inclusion of the Bayesian posterior probability substantially attenuated the proportion of participants answering the likelihood judgment question incorrectly. For additional details, see the online supplementary materials.

4. Discussion
4.1. Summary and Implications
We have shown that researchers across a variety of fields are likely to make erroneous statements and judgments when presented with evidence that fails to attain statistical significance (whereas undergraduates who lack statistical training are less likely to make these errors; for full details, see the online supplementary materials). These errors pertain to descriptions of data, evaluations of evidence via likelihood
judgments, and choices; they do not appear to be moderated by either the magnitude of the treatment difference or the precise size of the \( p \)-value associated with the effect. Indeed, our quantitative results in tandem with researchers’ own explanations of their reasoning suggest that the preponderance of researchers focus primarily or even exclusively simply on whether or not the \( p \)-value is below or above the “magic number” of 0.05 when evaluating evidence. This suggests that the dominant NHST paradigm and the rote and recipe-like manner in which it is typically taught and practiced can impair reasoning.

Such errors in interpretation of evidence are likely to have important implications for researchers and clinicians. In the case of the former, researchers may draw incorrect conclusions about findings and their implications when evidence fails to attain statistical significance (recall the illustration presented in the introduction (Messori et al. 1993)). In the case of the latter, clinicians may provide inferior treatments or fail to provide superior treatments when evidence fails to attain statistical significance. For example, consider a drug comparison study that lacks adequate power to detect serious side effects; clinicians may dismiss evidence of a doubling of fatalities in one treatment arm if the difference in fatalities between the treatment arms fails to attain statistical significance even though the difference in fatalities constitutes evidence of a difference in risk (Hauer 2004, Healy 2006). On the other hand, spurious findings—for example, those based on poor-quality data or lacking a plausible mechanism—may be published simply because they attain statistical significance.

### 4.2. What Can Be Done?

Where does the fault for these errors in the evaluation of evidence lie? We do not believe it lies with statistical training per se. It is well established that evaluating evidence under uncertainty is difficult and fraught with biases (Tversky and Kahneman 1974) and that, in the aggregate, statistical training is likely to reduce rather than increase such biases (Fong et al. 1986). We also do not believe the fault lies with researchers. Instead, we believe the problem lies with the dichotomization of evidence intrinsic to the NHST paradigm. As noted in our introduction, one should not be surprised that the discrete categorization of evidence leads to categorical thinking. That said, we also do not believe the problem is with the NHST paradigm universally: in many settings, null hypothesis significance tests and the concomitant \( p \)-values can be useful (though, in the social sciences, the NHST paradigm is much more limited in application because of such issues as the falsity of the nil hypothesis (Cohen 1994, Tukey 1991) and treatment effects that vary at the study and individual levels (Gelman 2015, McShane and Böckenhalt 2014)).

What can be done to ameliorate this potentially deleterious problem? Although the tendency of researchers to think of results that attain statistical significance as “true” or “there” and results that fail to attain statistical significance as “zero” or “not there” is clearly problematic, it is not clear that other frequently proposed approaches such as confidence intervals and Bayesian modeling with noninformative priors do not face the same dichotomization problem as they “can be viewed as mere re-expressions of \( p \)-value information in different forms” (Gelman 2015, p. 637; see also Greenland and Poole 2013a, b). For instance, we note confidence intervals adopted with the stipulation that only 95% confidence intervals that did not overlap zero constituted evidence or were Bayesian modeling adopted with the stipulation that only 95% and higher posterior probabilities constituted evidence, researchers would still suffer from the problems associated with dichotomous thinking.

Rather, a greater focus on effect sizes, their variability, and the uncertainty in estimates of them will naturally lead researchers to think of evidence as lying on a continuum. Instead of thinking of effects as being there or not there, careful consideration of study-level and individual-level variation as well as moderators of this variation can lead researchers to develop deeper and richer theories. These concerns are, as mentioned above, particularly important in the social sciences where the assumption of constant effects is generally untenable (Gelman 2015), thereby making sharp point null hypothesis significance tests unquestionably meaningful and making the consideration of the generalizability of an effect in other subject populations, at other times, and in different contexts even more important. Finally, even in situations where researchers are not interested in generalizability and thus issues concerning variability are not at play, the uncertainty inherent in statistical estimation and inference can often lead researchers astray, particularly under the NHST paradigm. For instance, a large fraction of effects that attain statistical significance are either of the wrong sign or of a greatly biased magnitude when the underlying effect size is small, a problem known as the statistical significance filter (Gelman and Tuerlinckx 2000, Gelman and Weakliem 2009).

Furthermore, researchers should also move away from focusing solely on statistical considerations. Careful attention must be paid to real-world costs and benefits in many settings (e.g., pharmaceutical testing and adoption), and these considerations are relevant whether or not underlying differences attain or fail to attain statistical significance (Gelman 2013). Similarly, researchers should pay heed to the size and scientific
importance of their results (Sawyer and Peter 1983). They should also focus on issues pertaining to the quality of the data and the propriety of the statistical analysis.

In sum, we propose a more holistic and integrative view of evidence that includes consideration of prior and related evidence, the type of problem being evaluated, the quality of the data, the effect size, and other considerations.

A counterargument to our position is that there are advantages to objective standards or rules for what constitutes evidence since such standards and rules ostensibly remove personal biases involved in the evaluation of evidence. Such standards might be particularly important when approving a costly but potentially lifesaving drug or determining a verdict particularly important when approving a costly but potentially lifesaving drug or determining a verdict.

Rules ostensibly remove personal biases involved in the evaluation of evidence. Such standards might be particularly important when approving a costly but potentially lifesaving drug or determining a verdict particularly important when approving a costly but potentially lifesaving drug or determining a verdict.

The evaluation of evidence. Such standards might be particularly important when approving a costly but potentially lifesaving drug or determining a verdict particularly important when approving a costly but potentially lifesaving drug or determining a verdict.

More importantly, the same rules of evidence cannot apply to every problem. For example, although it is commonly acknowledged that correlation does not imply causation, a strong correlation can provide evidence of causation—particularly given other evidence. For instance, no randomized controlled trial has ever been performed to show that cigarette smoking leads to lung cancer, but the strong correlation between cigarette smoking and lung cancer combined with a plausible biological mechanism constitutes strong evidence that cigarette smoking does indeed cause lung cancer (Mukherjee 2010). On the other hand, a weak correlation—even if highly statistically significant—would be unlikely to constitute strong evidence for a causal relation, particularly in the absence of a plausible mechanism.

4.3. Replicability and Research Practices in Psychology

Our findings are relevant to the recent controversy over replicating prior results that some have labeled the replicability crisis (Ioannidis 2005, Brodeur et al. 2012, Yong 2012, Francis 2013) and the increased interest in research practices that has ensued (Asendorpf et al. 2013, Brandt et al. 2014, McShane and Böckenholt 2015). This interest has been particularly pronounced in psychology as, for example, Perspectives on Psychological Science has published several special sections on replicability and research practices (Pashler and Wagenmakers 2012, Spellman 2012, 2013; Ledgerwood 2014), and effective January 2014, the Psychological Science submission guidelines for authors recommends that they use “effect sizes, confidence intervals, and meta-analysis to avoid problems associated with null hypothesis significance testing” and points them toward Cumming (2012) and Cumming (2014).

Cumming (2014) concludes “that best research practice is not to use NHST at all” (p. 26), calls for a focus on “estimation based on effect sizes, confidence intervals, and meta-analysis” (p. 7), and notes that these “techniques are not new, but adopting them widely would be new for many researchers, as well as highly beneficial” (p. 7). Cumming (2012) also calls for a movement away from the dichotomous thinking encouraged by the NHST paradigm toward “estimation thinking [that] focuses on ‘how much’” and “meta-analytic thinking [that] focuses on the accumulation of evidence over studies” (p. 9) as exemplified by the following passage of Cumming (2014) that discusses the difference between two means:

In Figure 3 the difference is 54.0 (95% CI: 7.2–100.8), which suggests that our experiment has low precision and is perhaps of little value—although it might still make a useful contribution to a meta-analysis. That is a much better approach than declaring the result “statistically significant, p = 0.024.” (p. 19)

We concur with this call for a greater focus on both estimation and effect sizes (estimation thinking) as well as prior and related evidence (meta-analytic thinking) as these are key to having a more holistic and integrative view of evidence. We also believe that, if heeded, the recommendations offered in Cumming (2012, 2014) will generally prove useful.

We also question whether the perception of a replicability crisis is, at least to some degree, yet another ill effect of the NHST paradigm. In particular, consider the standard for what constitutes a successful replication: a subsequent study successfully replicates a prior study if either both fail to attain statistical significance or both attain statistical significance and match direction. This standard is intrinsically tied to the NHST paradigm. However, alternative standards for replication that involve, for example, comparing estimates of effect sizes and their variability from subsequent studies with those from prior studies for consistency in a more holistic sense are possible. Under these alternative standards—which are consistent with the recommendations offered in Cumming (2012, 2014)—the replicability crisis may seem like no such thing at all.

4.4. Can It Be Different?

We are certainly not the first researchers to critique the NHST paradigm (Rozenboom 1960, Bakan 1966,

Part of its persistence, no doubt, is, as noted above, due to the inherent appeal of a seemingly objective standard for evaluating evidence. However, we believe the impact of criticisms of the NHST paradigm has also been blunted because researchers do not realize or acknowledge that their judgments are in fact clouded by considerations of statistical significance (e.g., Hoover and Siegler 2008).

Although researchers may be formally aware that statistical significance at the 0.05 level is a mere convention, our findings highlight that what started as a rule of thumb has evolved into an ironclad principle that indeed affects the interpretation of evidence. We hope that our findings will raise awareness of this phenomenon and thereby lead researchers to adopt a more holistic and integrative view of evidence and to correspondingly reduce their reliance on whether a result attains or fails to attain statistical significance in their interpretation evidence.

Supplemental Material
Supplemental material to this paper is available at http://dx.doi.org/10.1287/mnsc.2015.2212.
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